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Rbrul workshop 

 

Lynn Clark (l.clark6@lancaster.ac.uk) 

 

**Big thanks go to Daniel Ezra Johnson for kindly 

donating data for this workshop, giving a workshop on 

Rbrul & R at NWAV 39 and, of course, for creating Rbrul 

in the first place!  If you have any suggestions for 

improvement to Rbrul, Dan would love to hear them 

(email: danielezrajohnson@gmail.com)** 



 

1.   Getting R and Rbrul 
If R is not already installed on your machine, get it from here: http://cran.r-project.org/ . 

Follow the link for “Download packages”, then select a UK CRAN, select the machine type you’re 

installing R on (windows, mac or linux), select “base” then follow the link for “download 2.12.0 

for windows (if you have a windows machine).  NB: these instructions follow a windows version 

of R; the mac version looks a little different but is essentially the same).   

 

IMPORTANT: when installing R on your machine, when prompted “curtomise start-up options?” 

select “yes” then when asked which internet connection you want, select “internet 2”.  This is 

important if you want to connect to R on the university internet server.   

 

Once R is installed on your machine, it will be necessary to install several packages that Rbrul will 

use.  One simple way to get these packages is to type the command 

 

>update.packages()  

 

Into the command line.  R will then ask you to select a CRAN mirror (choose a UK one) and then 

it will ask you if you want to install a series of packages (type ‘y’ for yes).  It will then install the 

basic packages called 'cluster', 'codetools' , 'Matrix' , 'mgcv' , 'rpart'  and  'survival'.  

 

You will also need to install several other packages for Rbrul to work, the most important of 

which is lme4 which is the package underlying the type of regression analysis Rbrul performs.  To 

access the packages you need in order to run Rbrul you can Source and run Rbrul: 

 

> source("http://www.danielezrajohnson.com/Rbrul.R") 

> rbrul()   

 

This *should* automatically install the packages that you need but will only work if you have a 

connection to the internet and admin rights on the machine that you are using (I have had some 

problems doing this on the university network).  If you are having problems, you can also install 

these packages manually by doing the following: 

• Open R and under Packages, choose "Install package(s)" .  Choose a mirror near you. 

Hold down Ctrl and select the following four packages: "boot", "Hmisc", "lattice", and 

"lme4". 

• Run the following four commands in the R window: 

> library(boot) 

> library(Hmisc) 

> library(lattice) 

> library(lme4) 

 

It is worth pointing out that these packages may change from time to time and they get 

updated.  To check for updates and install new versions of already installed packages, simply run 

the command again... 

 

>update.packages() 

 

You should now see the following screen and be 

ready to load some data: 

 

 

 

 

Rbrul main menu 



 

 

 

 

 

 

 

 

 

TIP: I keep 2 text files in a folder next to my R icon on my desktop.  One contains only the commands 

to easily load Rbrul (so I don’t have to remember them or always look them up)  

>source("http://www.danielezrajohnson.com/Rbrul.R") 

> rbrul() 

 

The other is a text file and contains the R script (download this from here 

http://www.ling.upenn.edu/~johnson4/Rbrul.R) 

Copying and pasting this into R, followed by the command >rbrul() will allow you to run Rbrul even if 

you don’t have internet access.   

 



 

2.  Loading data 

On a windows version of R, before you can load data, you need to tell R where to look for it. 

File > change dir...> select a folder that contains your data 

R can read data in a number of formats (e.g. text files, spss files, Goldvarb token files & excel/.csv 

files).  I always use .csv files because they can be created in excel and are the most transparent way 

to look at data (I think).  To begin with, we’ll work with some simple data from Labov’s department  

store study (file ‘ds’).  To load the data in Rbrul, follow the menu on the screen: 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Commas separate the data in a .csv 

file so choose option “c” 

Response/dependant variable is 

presence of absence of post-vocalic r 

so we have to variants, “rhotic” and 

“non-rhotic”.  Notice that I can use 

strings to code these variants (i.e. no 

need to create obscure coding 

systems) 

Predictor/independent variables in 

this study were department store, 

emphasis and word.   



 Before running a statistical analysis, I find it very useful to simply ‘eyeball’ the data and make sure 

that there are enough tokens filling each cell.  To do this in Rbrul, you can use the crosstabs function 

on the main menu (no.  4) and cross-tabulate your response variable with each of your independent 

variables in turn.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

These are the total token numbers in 

the data set for each variant of the 

dependant variable cross-tabulated 

with store 

These are the actual token numbers in 

the data set for each variant of the 

dependant variable cross-tabulated 

with store and then by emphasis 

TIP: these are raw token numbers 

but to get percentages (and so get 

a better idea of underlying 

patterns in the data, when 

prompted “variable for cells?”, 

choose “1 – response 

proportion/mean”) 

Some of these counts are quite small but none are 

empty so that’s a good start!  [NB: Rbrul will still run 

with empty cells (unlike Goldvarb) but it’s 

questionable whether the results will be reliable 

(empty cells imply no variation!) 



Another useful function of Rbrul is that you can easily plot your data to see if there are any visible 

underlying patterns before you run the regression.  You can do this using the plot function on the 

main menu (number 6).   
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This graph has scaled the points 

according to the number of 

observations (so we have more data 

from Macy’s) 
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This graph is a little more complicated and shows 

more information.  The plotting tools in Rbul (and R) 

are extensive so just have a play around with them! 



3.  Running a (fixed effect) logistic regression analysis 

It looks like all of these predictor variables could be having an effect on our response/dependent 

variable of rhoticity.  In a simple data set like this where our response variable is binary and our 

predictor variables are categorical, a logistic regression analysis can help us to model the extent to 

which our predictor variables are influencing variation in our response variable.  Logistic regression 

is well-suited to the type of data we usually have in sociolinguistics because it is a method that is 

nonparametric - it doesn’t require equal variance in the cells of a model, and doesn’t require that 

the data be normally distributed (K. Johnson 2009).  A simple logistic regression of this sort will tell 

us (a) how much variation there is in our data set, (b) how much variation our predictor variables 

account for and (c) the effect size of each predictor variant.    

 

Before you run a model like this (number 5, modelling), Rbrul will first ask you which variables you 

want to include in the regression [handy if you don’t want to include all at once].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To start modelling, you need to select no. 5 

Choose your variables 

Your response/dependent variable is rhoticity 

(the column label is “r”) 

The new feature is rhoticity in NYC so select “2” 

as your application value (i.e. the thing you are 

interested in) 

No continuous predictors or random effects here 

(more on this later) 

We’ll ignore interaction effects for the moment too 



Now that you’ve defined your variables, you’re ready to run the analysis.  There are 4 options 

available to you now – you can run a one level analysis, a step up analysis, a step down analysis or a 

step-up/step down analysis.  When you’re staring out, it’s a good idea to run a step up/step down 

analysis because you can see the individual stages of the model-build and if there are any weird 

stages (e.g. if you don’t have enough data, Rbrul will say ‘error’; you’ll miss this stage out in a one-

level analysis and jump straight to the output)...so here goes: 

Select modelling, then step up/step down. 

Rbrul will then run the step up analysis followed by the step down analysis and (hopefully) they 

should match! 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

These figures are the p values associated with 

adding each of these predictors to the model (v. 

Small p values hence very significant effect) 

Logodds are raw co-efficients for the 

regression model.  The range from 

negative infinity to positive infinity and 

the larger the number, the bigger the 

effect size 

Factor weights are the Goldvarb-style co-

efficients which takes the logodds (- to + 

infinity) and converts them to a range of 0 – 

1).  FWs above 0.5 favour the application 

value (in this case, rhoticity) and the closer 

to 1, the bigger the effect).   The only 

difference here is that Rbrul uses centered 

FWs and Goldvarb uses uncentered FWs 

(uncentered FWs are dependent on cell size 

so it’s not advisable to use these) 

Rbrul reports the R-squared 

for linear models 

(continuous responses) 

as R2 and a pseudo-R-

squared for logistic models 

(binary responses) 

as Nagelkerke.R2. The 

R-squared or pseudo-R-

squared represents the 

proportion of variation 

explained by the model(s).  

The deviance is a 

measure of how well the 

model fits the data, or 

how much the actual data 

deviates from the 

predictions of the model. 

The larger the deviance, 

the worse the fit. As we 

add terms (predictors) to 

the model, we will see 

this number decrease. 

Degrees 

of 

freedom 

Grand mean = 

proportion of response 

application value as 

total of all data (so in 

this model 31.6% of the 

tokens are of rhotic 

forms)  



How to report these results?  I tend to use a table format and show something like this... 

 

 

 

 

 

 

 

 

 

 

NB: if you’re not presenting to a sociolinguistics audience, probably best not to show the factor 

weights (they’re only there so that people previously familiar with Goldvarb would be able to 

compare across studies easily).   

 



4.  Running a mixed effect logistic regression analysis 

The previous example worked only with a very small number of predictor variable, all of which 

were categorical.  But what if you have some variables which are measured on a continuous 

scale (e.g. lexical frequency or formant measurements)?  Rbrul can handle these too.  It can also, 

to some extent, test for interactions between predictor variables (i.e. situations where the 

predictor variables are not independent of each other but pattern in a similar way).  And it can 

handle random predictor variables (i.e. predictor variables which are usually not replicable but 

are expected to randomly vary in some unique way such as the individual speaker or individual 

word in a particular study...more on this later).   

Load the data file called t-to-r_archiveliv_rbrulwkshop.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Time and 

context are 

irrelevant not 

predictor 

variables but 

are perhaps 

useful for 

other reasons 

so we’ll keep 

them here for 

now. 

 

The first thing to notice is that the predictor variable (here 

labelled t.to.r) has 5 values.  A regression analysis such as 

this will only work is the predictor variable is (a) binary or 

(b) continuous.  To make the variable binary, you can run 

separate regressions for each variant modelled against the 

rest (e.g. tapped r vs. the rest; t vs. the rest etc.) In our 

data, however, it became clear when coding the data that 

tapped and approximant r were restricted to certain 

phonological environments but the other variants weren’t 

so we decided to collapse t,d and glottal stop as T and 

tapped & approximant r as R.  To do this select 2 from the 

main menu (adjust data) and follow the instructions... 



We also have some other adjustments to make to the data before we can proceed.  We have to 

continuous variables in the data this time – log word frequency (ignore the raw data) and year of 

birth.  It’s useful to manually change these to continuous variables because sometimes Rbrul thinks 

they’re factors and it tries to run them as such (taking AGES!).   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

I usually start with a fixed effect model and build up the complexity of the model as I go.  So model 

the t-to-r data in the way described above using only the fixed effect predictors (preceding phon, 

following phon, word/grammatical category & gender).  You should get something like this: 

 
In the adjusting menu, select the variable you want to 

change, then select “c” for continuous.  Do this for all 

continuous variables in the data set. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

NOTE: don’t just accept the output without looking very carefully at it.  The values for following phon are 

weird – why?  FACE, FORCE & NURSE have very low token numbers and no variation in the cell which 

massively skews the rest of the data.  Goldvarb would not allow a regression with data like this to proceed; 

Rbrul will but you need to be cautious.   

In cases like this, I remove the offending cells (because there’s no point having cells with no variation in an 

analysis of variation!). 

To remove these cells, return to the main menu, select adjust data, exclude then exclude the numbers 

corresponding to FACE, FORCE and NURSE in the following phon category.  

Re-run the basic analysis and you should now see something like this: 

 

 

Following phon is no longer included in the model.   

The word/grammatical category FG 

came about because we noticed that 

the word BUT behaves differently when 

used as a conjunction and when used as 

a discourse particle (usually in the filler 

“but er...”).  There is very little different 

between the FGs word and 

word/grammatical category except that 

word/grammatical category is more 

descriptive.  Because they are so 

similar, it’s unwise to include both in 

the same regression so we’ll stick with 

the more detailed word/grammatical 

category for the moment.   



Next, let’s try including the continuous predictors in the model.  Include the previous significant 

predictors but this time also include log word frequency and year of birth. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

So far, we’ve been treating word/grammatical category as a fixed effect.  However, a variable should 

be treated as random if we can think of the levels that we observe as being drawn from a larger 

population (and not one defined by the analyst).  In linguistics, individual speaker and individual  

word are often considered random effects because the data set that we use represents a much 

larger random sample of people and words.  We would expect some unpredictable ‘noise’ in the 

system from these variables because we expect them to behave (to a certain extent) randomly – 

“Including a speaker random effect takes into account that some individuals might favor a linguistic 

outcome while others might disfavor it, over and above (or ‘under and below’) what their gender, 

age, social class, etc. would predict.” (Johnson 2009: 365).  In models such as this, if we code random 

effects as fixed effects (as we may have done here), we risk committing a Type I error i.e. we can end 

up observing a significant difference when in fact there is none or at least none that couldn’t be 

accounted for by random variation).  Let’s re-run the model, this time including word/grammatical 

category and individual speaker as random effects in the model: 

 

 

The continuous variable year of birth is return as significant.  Notice that there are no factor 

weights for continuous predictors (which are not factors); instead we get a single regression co-

efficient.  In this case, the value is a negative which suggests a negative correlation between 

frequency of R and year of birth (as year of birth increases, frequency of t-to-r decreases).  With a 

much larger data set, this could indicate change in progress but here the range contained in year 

of birth is very small (only a generation) – it’s included here simply as a way of showing how 

continuous predictors are returned as significant effects in the model.   



 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

Only 2 significant p values now (preceding phon & gender) because you don’t get a p value for a 

random effect. 

Including speaker as a random effect has 

eliminated year of birth which means that all of 

the variation accounted for by year of birth can 

be accounted for by simple individual speaker 

variation 

The default setting in Rbrul is to show estimates of the individual 

effect for each variant in the random effects.  The Rbrul manual has 

this to say: “these numbers resemble and are comparable with the 

fixed effect coefficients, although in a technical sense they are not 

parameters of the model in the same way”.  If you’re not especially 

interested in the behaviour of the random effects but you just want 

a way of taking the variation of that group into account, you can 

change the settings to hide these coefficients (see below).   



6. Changing the Settings in Rbrul 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 By selecting ‘no’, all of the ‘working’ (i.e. 

tables of coefficients) produced in the step 

up/down analysis are hidden  

This means that Rbrul will only show the 

details of the best model from each step-

up or step-down run. 

If you’re not interested in Goldvarb-style factor weights, they can 

be hidden 

Random estimates can be hidden (see new output below) 

Change P value sig 

threshold (e.g. from 0.05 

to 0.01) 

 

Above model with random effect 

estimates hidden and only standard 

deviation shown.   

From Rbrul manual... 

“Sum contrasts operate similarly to (centered) factor weights; 

for any predictor, they are centered around zero. For example, 

in one of the department store models above, we 

saw emphatic: 0.115 and normal: -0.115; values 

for store and word also summed to zero. Treatment 

contrasts appear quite different, although they are really just a 

different way of conveying the same information about the 

different effects of factors on a response variable. With 

treatment contrasts, one level of each factor (one factor in 

each factor group) is chosen as the baseline. The effects of the 

other factors are expressed in terms of their difference from 

the baseline. So if normal was the baseline level 

of emphasis, it would appear with a coefficient 

of 0.000 while emphatic would appear with 0.330...Note 

that using treatment contrasts...will not affect the output in 

the factor weights column. Rbrul allows us, as sociolinguists, to 

have our cake and eat it too.” 



7. Testing for interactions in Rbrul 

One final thing that we should do before the model is complete is test for interactions. Interaction 

effects arise from a situation where the influence of one independent variable is dependent on the 

influence of another.  A nice real world example (from Wikipedia!) is an intuitive 

interaction between adding sugar to coffee and stirring the coffee. Neither of the two individual 

variables has much effect on sweetness but a combination of the two does.  NOTE:  Interactions 

between independent variables should not be confused with multicollinearity, which is when 

substantial correlations exist between two or more of the independent variables in a regression (e.g. 

the two methods of coding ‘word’ in the above regression were almost identical and so were 

collinear).  It is only possible to test for interaction effects between categorical independent 

variables (in Rbrul...not sure about elsewhere).  The only two categorical predictor models left are 

gender and preceding phonological environment so let’s test for an interaction effect here and see 

what happens: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Include interaction variables here 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It looks like we also have an interaction effect for preceding phon/gender.  For preceding 

TRAP and DRESS vowels, gender doesn’t seem to be a relevant factor ( the factor 

weights for males & females hover around 0.5 mark).  However for preceding KIT, FOOT, 

LOT & schwa vowels, these seem to behave differently according to gender.  A preceding 

schwa and preceding FOOT vowel favours R among the females (and disfavours R among 

the men).  A preceding KIT & LOT vowel favours R among the men (and disfavours R 

among the women).  This could be indicative of something else going on with these 

vowels that is socially meaningful in this community.   

It might not be immediately clear whether the difference between modal A (e.g. model 

without interaction effects) is better than model B (e.g. model with interaction effects).  

You can test this very simply in Rbrul using the chi square test on the main menu.  Select 

chi square test, input the deviance value for each model then input the difference in 

degrees of freedom for each model and the output will give you a P value which will tell 

you if the difference between the models is significant (i.e. whether model A is 

significantly different, and so better, than model B).  Try this using the deviance and df 

values from the two models above (with and without the interaction effect included). If 

P is less than or equal to 0.05, the difference between the models is significant and 

shouldn’t be ignored.  

 



8.  Over to you... 

If you have brought along a data set of your own to work on, feel free to do this now.  The best way 

to learn how to use Rbrul in particular (and statistical programs in general) is by trial and error so 

feel free to play with Rbrul/R and see how it goes.  If you have any further questions, please don’t 

hesitate to get in touch.  HAVE FUN!!!  

 

 

  

 

 


