14  Descriptive statistics
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1 Introduction
When we have a small amount of data, we can avoid statistics com-
pletely. In such cases, we can inspect and discuss each and every observation or
data point. For example, if we measured the fundamental frequencies (FO) of thr?e
siblings’ speech, we might observe that Betty’s voice was 25 Hz lowz?r than Sue’s,
but 100 Hz higher than Frank’s. It would probably be uninteresting to.report
a statistic like the average pitch of the family. With a larger datasgt, like FO
measurements taken from 1,000 men and 1,000 women, the situation' 1s‘reversefi.
It is no longer possible to discuss each data point individually, anFl while it can still
be useful to make graphs that display every observation, we will usually Vbe less
interested in individual points and more interested in the patterns or trends formed
by groups of points. . -

This is where descriptive statistics come in. Descriptive statlstl‘cs gen.erally
constitute the second step in a quantitative analysis. The first step is to display
the data in a tabular or graphical format, using a histogram, bar chart, scatterplot,
cross-tabulation, or other method. This will reveal any peculiarities of the data
that will shape further analysis. For example, a severely skcw_ed dataset may
motivate a transformation, or the use of non-parametric statistics. Thf: second
step is the descriptive statistics themselves, which distill tl.1e complexities of tl.1e
data down to a small, manageable set of numbers, abstracting away from detal!s
(and noise) in order to describe the basic overall propgrtie§ of the data. This
process can suggest the answers to existing questions or inspire new hypotheses
to be tested. o

So if we take a single variable like voice pitch, we can talk about its dlsmbutxgn
(are all pitches equally common or are there one or more .“peaks” at certal,n
frequencies?), its central tendency (what is the most typlca¥ pltf:h for a woman’s
voice?), its dispersion (how much do men’s voices vary in pitch?), as well as
higher-order properties like skewness and kurtosis. If we take m{o vanable_s at
once, we can report on their association or correlation (e.g., what is the relation-
ship between voice pitch and the age of the speaker?).

Descriptive statistics describe samples of data, but they d.o not attempt_ to
answer questions (make inferences) about the larger populations from which
the samples are drawn. So if we measured the pitch of twenty English speakfars
and twenty German speakers, descriptive statistics might tell us that the English
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sample had an average FO that was 10 Hz higher than the German sample. If we
wanted to know what to make of this result — in particular, whether the differ-
ence could be due to mere chance (sampling error) ~ we could perform a
statistical test called a #-fest. But in doing so, we would be leaving the domain
of descriptive statistics and entering the realm of inferential statistics
(Chapter 15).

Different types of variables often call for distinct statistical methods; these are
discussed in Section 2. Data distributions are covered in Section 3, and the
following three sections discuss how to describe distributions: beginning with
measures of central tendency or “averages” in Section 4, continuing with meas-
ures of dispersion or “spread” in Section 5, and concluding in Section 6 with
higher-order descriptive statistics. In Section 7, we discuss how to quantify the
extent to which variables relate to one another: association and correlation. Since
the chapter will have been concerned primarily with continuous, numeric varia-
bles up to this point, Section 8 turns its attention to descriptive statistics for
categorical variables. The chapter concludes with Section 9.

The most basic descriptive statistic of all refers to the type of variable
under consideration. Until we identify the type of variable, we do not know which
other statistics are appropriate to apply. Linguistic variables, collected through

- acoustic analysis, impressionistic judgment, experimental measurement, ques-
- tionnaire categories, counting within corpora, and more, run the gamut of variable

types.
The most fundamental division here is between continuous and categorical
variables. Continuous variables are numeric measurements that can theoreti-

 cally take on any value, or at least any value within a certain range. FO is an

example of a continuous variable; in principle it can take on any positive value,
even though in practice no one has a mean FO of 5 Hz or 500 Hz. Formant
measurements, reaction times, and lexical frequencies are other examples of
continuous variables. For truly continuous variables, no two observations are

~ever identical. However, we can sometimes treat more granular numeric varia-
- bles, like frequency counts, ratings on a scale, or values that have been rounded,

as if they were continuous. Continuous variables are the input to linear regres-

sion (see Chapter 16).

It is sometimes important to distinguish between inferval-scale and ratio-scale
continuous variables. Interval-scale variables do not have a natural zero point, so it
is meaningless to perform multiplication, division, and certain other mathematical
and statistical operations. For example, on the Fahrenheit scale, it is not mean-
ingful to take a ratio of temperatures, and say that 80 degrees is twice as hot as
40 degrees. However, we can compare intervals, and say that an increase of













































